Run nemo-megatron-gpt-5B
model with NVIDIA NeMo

Introduction

NVIDIA NeMo is a powerful toolkit designed for researchers working on various conversational Al
tasks, including automatic speech recognition (ASR), text-to-speech synthesis (TTS), large
language models (LLMs), and natural language processing (NLP). It aims to facilitate the reuse of
existing code and pretrained models while enabling the creation of new conversational Al models.
In this tutorial, we will explore NeMo's capabilities and learn how to use the Megatron-GPT 5B
language model for language modeling tasks.

Model and Software References:
e NVIDIA NeMo: [https://github.com/NVIDIA/NeMo]

e nemo-megatron-gpt-5B: [https://huggingface.co/nvidia/nemo-megatron-gpt-5B]

Launch Jupyter Lab Job

Create a Jupyter Lab job with the following specifications:

e CPU Cores: 4
e Memory: 64 GB
e GPU: 3g.40gb

Open your web browser and navigate to the Jupyter Lab web interface.
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In the Jupyter Lab menu, open the Terminal.
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Enabling the NeMo Container Kernel in Jupyter Lab

Execute the following commands in the Terminal:

cd $HOME

mkdir -p .local/share/jupyter/kernels/ngc.nemo.22.07
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echo'
{
"language": "python",
"argv": ["/usr/bin/singularity",
"exec",
"-nv",
wg"
"/run/user:/run/user",
"/pfss/containers/ngc.nemo.22.07.sif",
"python",
m"
"ipykernel”,
"
"{connection_file}"

1
"display_name": "nemo022.07"

}

' > .local/share/jupyter/kernels/ngc.nemo.22.07/kernel.json

After adding the content to the kernel.json file, refresh your browser by pressing F5. You should
now see "nemo22.07" under the Notebook section in Jupyter Lab Launcher.
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Launch eval server
Execute the following command in the Terminal:

# set the TMPDIR environment variable

export TMPDIR=/pfss/scratch02/appcara/nlp/tmp

# start eval server with nemo-megatron-gpt-5B model by nemo container

singularity run --nv /pfss/containers/ngc.nemo.22.07.sif python
/pfss/scratch02/appcara/nip/NeMo/examples/nlp/language_modeling/megatron_gpt_eval.py
gpt_model_file=/pfss/scratch02/appcara/nip/nemo_gpt5B_fpl6_tpl.nemo server=true

tensor_model_parallel_size=1 trainer.devices=1 port=5556

Send prompts to the model

Copying the Jupyter Lab File:

# copy the jupyter example file into your home folder

cp $SCRATCH_APPCARA/nIp/nemo-megatron-gpt-template.ipynb $HOME

In the "File Browser" section of Jupyter Lab, locate the copied file and open it. Also change the
kernel to nemo22.07.

ces>co(e gatron gpt-template ipynb < w) o g@a w0 (pdae D)

Select Kernel

Python [conda env: conda-chatbotDemo3]
Python [conda env:.conda-torch]
Python [conda env:root] *

Edit what you want to talk with chatbot in the "sentences" section of the file. Run the program.
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emperature”: 1.0,
dd_BOS": False,
op_k': 0,
op p": 0.9,
"greedy": False,
"all_probs": False,
“repetition penalty": 1.2,
“min_tokens_to_generate”: 200,
ny
Compose an engaging travel blog post about a recent trip to Hawaii, highlighting cultural experiences and must-see attractions.
The latter part of this sentence is not quite the same as "it should include". An alternative phrasing could be: "It's so important that you take some time off to
see Hawaii. Do what makes sense for your situation (such as booking direct with The airline or booking through third party). Here are a couple of tips on how to mak
e your trip extra special
A US / Canadian Airlines flight to Honolulu may be cheaper than
one from the mainland US
Hawaiian cuisine will have increased in popularity compared to years past...
However, none of these sentences implies that a specific number of days/weeks/months were actually taken away for the trip. In fact, "a handful® is a perfectly fine
amount of time which was enough for a positive experience without the use of any prepositions (*handful", "offload”, etc.).
For vacationers visiting other countries in Australia who want to learn about Australia’s natural wonders and history, the best way is by taking tours . During my
journey T took several guided tours throughout Queensland and Sydney.. And here are four examples where T felt lucky to receive fantastic service from professional g
uides... However, often guides can interpret their own tips incorrectly and some even seem rude. So what should I do? Which tour company provides high quality servi
ces? Or simply choose someone whom I can trust at all times — someone knowledgeable in a certain field but also willing to offer fair pricing policies as well? Do
n't worry if you don't know anyone who sells Australian products. This article contains plenty of reviews on websites like TripAdvisor and GoodReads, ...
Note 1: It would help understand context considerably if the writer had provided proper citations. E.g., Biber et al 2016 and Lucas 2619 are relevant papers.
Note 2: One word was substituted for another in "tramsportation tools" and elsewhere for the sake of clarity, i.e. substitute to by its close relative to for instan
ce when referring to experiences related to travel (i.e. it means learning about the country on road trips), rather than saying for example "car rental companies de
Lliver good customer support as seen in customer reviews..."
To write, I think I should utilize both Subject-Verb Agreement & Parallelism rules: those two have been together in writing since much earlier than two hundred year
s ago! -
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import json &

import requests
port_num = 5556
headers = {"Content-Typ:

def request data(data):
resp = requests.put(*http://localhost:{}/generate’ .fornat(port_num),

data=json. dumps (data),

heade rs=headers)
sentences = resp.json() [ 'sentences'1[6]
return sentences

application/json"}

print (request_data({
“sentences": ["Compose an engaging travel blog post about a recent trip to Hawaii, highlighting cultural experiences and must-see attractions

"tokens_to_generate": 2000,
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